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AC: I am Arvid Carlsson from the University of Gothenburg, Sweden and I have the great pleasure to interview my old friend, Doctor Larry Stein.( Doctor Stein is professor and chairman of the Department of Pharmacology, University of California at Irvine. The question I would like to start with Larry, is how you got into the area of CNS pharmacology, and which area has been most important for you?

LS: That is a frequent question, because my formal training was in psychology and behavior. the pharmacology was more informally acquired after I had been out in the field and had a job. my first contact with drugs and finding out how wonderfully drugs can be used to analyze behavior was when I was drafted into the Army after my doctoral work at Iowa was completed. I had the good fortune to be assigned to the Walter Reed Army Institute of Research in Washington, DC, and my mentor there was Joe Brady. they were doing some very new things at Walter Reed, two of which particularly stimulated my interest, both then and throughout the entirety of my career. The first was that Joe and others at the institute were working with the then-exciting new drugs, reserpine and chlorpromazine, and were starting to describe their behavioral effects. And secondly, Joe’s laboratory was the first to confirm the very important discovery of James Olds and Peter Milner that one could electrically stimulate the brain to produce reward effects. Specifically, Olds found that animals would work very hard to self-stimulate certain points in their own brains. Incidentally, it was Joe Brady who coined the term “self-stimulation” at that time.

AC: Yes, this concept of reward was new, entirely new at the time, wasn’t it? The whole idea that there is in the brain a system that operates to give us reward for what we are doing, wasn’t that entirely new?

LS: Yes, although it seems perfectly obvious now, since anything we can experience or feel is currently thought to be a result of brain activity. So it must be the case that if we can feel the reward, then the brain must be responsible for producing it. But the theories of positive reinforcement popular at that time were based in part on Freudian theory. Freud held the Victorian idea that reward is not so much excited by hedonically positive or pleasurable stimulation, but rather that it consists mainly in the reduction of pain, or satisfaction of drives such as hunger. Thus, most psychologists at that time favored drive-reduction theories of reward with the implication that reward was mediated by decreases in brain activity. According to these theories, it should have been impossible to electrically excite the brain and produce reward until James Olds’ discovery.

AC: One thing I would like to ask here. Olds, of course, discovered this, but did he really go into the enormous potential of this in terms of pharmacology?

LS: Yes, Olds did many of the early pharmacology studies, and discovered, for example, that chlorpromazine had quite selective reward-diminishing effects at doses that did not significantly impair motor behavior. But he left a little segment of work for me. I will always appreciate Professor Olds for always using a little bit too high a dose when he studied amphetamine. He found that high doses of amphetamine, like all effective doses of chlorpromazine, will diminish reward effects. I was able to discover, by coming down in dose, that amphetamine’s very large reward-augmenting effects can readily be displayed. This finding opened up this little career of mine.

AC: That is an understatement. And also, I would guess that you must have been more or less the pioneer of the area of drug development using these techniques, or what do you say? I mean, that you are the one that really pioneered this, isn’t that true?

LS: I was one of the early workers, and I think that it is fair to say that I was there at the time that we investigators were making up the field as we went along. But it would be taking too much credit to make me the pioneer of behavioral pharmacology. I would think that it was such people as Joe Brady and Peter Dews and a number of other investigators who first understood how nicely behavior and drugs go together. In contrast, electrophysiology and drugs didn’t quite seem to go as nicely together. It’s almost as though drugs cut along the analytical lines of behavior in a very deep way. The chemical theory of neurotransmission was not so old at this time. But now, and in large part from your own efforts, Dr. Carlsson, we understand that messages are communicated in the brain by means of chemical transmitters. Thus, if one manipulates the brain’s chemical messaging system with drugs, it just makes very plausible sense that one can readily manipulate behavior.

AC: Yes, and this is how I understand your contributions in this area that you bring in the concept of chemical transmission into your thinking at the very, very early stages.

LS: Yes. I guess both of us were influenced by the early powerfully simplifying ideas of Bernard Brodie.

AC: Yes.

LS: Who dared to think that with as complicated an organ as the brain, the functions can be analyzed in terms of the actions and interactions of a small handful of neurotransmitters? This was just a wonderful and simplifying idea to be pushed as far as it would go. It is astonishing, I think, how far that simplifying idea can be pursued. Obviously in a complicated system such as the brain, everybody understands that it is a gross simplification. But how do you make progress unless you start with a simple alphabet and build from that, rather than start by being overwhelmed by the complexity?

AC: What you have brought up here I think is extremely interesting. Brodie was, of course, a very, very bright person, but he was really not at all burdened by too much knowledge about the brain. And he was so courageous to go right into it and to make this fantastic discovery that we have profited from so much; that was in a way, career. . . . 

LS: Career openers?

AC: Career openers. That was very generous, in many ways, I must say. Not to digress, he was a very generous person.

LS: Yes, I think so. Just to return to this reward subject for a second (and to get just slightly historical and a little bit personal), when I left the Walter Reed I went to the VA Research Laboratories in Pittsburgh that were directed by a pharmacologist by the name of Amadeo Marrazzi. Another simplifier, Marrazzi had a simple electrophysiological transcallosal system, and liked to analyze it, “Brodie-like,” in terms of the interplay of a couple of important transmitters. And I developed with the secretary of the ACNP, Oakley Ray, who was my first post-doctoral student a sensitive self-stimulation technique where an animal traced out continuously its threshold for brain ment. The rat operated two levers; one lever gave brain stimulations but the current came down in small steps with successive responses. When the current no longer was reinforcing, the animal would hit a second lever to reset the current back up to the original top reinforcing level. When plotted, the jagged edge of the reset curve (reflecting the sequence of reset currents) traced the approximate reward threshold. And, lo and behold, moderate doses of amphetamines lowered the threshold of reward, and chlorpromazine, the opposite partner, elevated the threshold for reward. Other CNS drugs, such as the anticholinergic agent scopolamine or the anesthetic pentobarbital, had negligible effects on reward thresholds. Because amphetamine was known to release catecholamines and chlorpromazine to block catecholamine receptors, these results opened up my catecholamine theory of brain stimulation reinforcement. And if one assumes that brain self-stimulation is not just an artifact, but, in fact, that the map of reward sites reveals the brain substrate for natural reinforcement, then these findings support a catecholamine theory of both natural and drug-induced reinforcement. This theory has been a theme in my research for a long period of time. And, although I have closely followed your work, I probably could have been more attentive and saved myself some time if I had featured your important advances in dopamine pharmacology at an earlier point than I am doing now.

AC: Tell me a little bit about how you got into this area of catecholamines, and a little bit more in detail what you have in mind when you mention dopamine here? Also, how you felt about the catecholamines when you started to focus on them?

LS: This is very much the Swedish connection. At the time that Oakley Ray and I were doing our studies with amphetamines and self-stimulation and trying to analyze the biochemical action of amphetamine, amphetamine’s action was not connected so robustly to dopamine as it is now. And, indeed, there is a Nobel Prize winner, who will remain unnamed, who felt that amphetamine’s behavioral actions were mediated in fact by serotonin. But this was in the early 1960s, and our best brain stimulation electrodes were located laterally in the hypothalamus in a structure called the medial forebrain bundle. Animals would work very hard to stimulate their lateral hypothalamus, and we also knew that they would work even harder for small currents if they had a little amphetamine. And then, lo and behold, in 1964, papers by Fuxe, Hökfelt and others appeared out of the Karolinska Institute showing these wonderful dopamine and norepinephrine fiber bundles running through the lateral hypothalamus on their way upstream to the limbic system and the neocortex. These fiber bundles were the obvious places where reward electrodes might be stimulating, and a light went on. It just seemed very possible that those electrical stimulations that were so highly rewarding for the rat were activating catecholamine fibers and splashing catecholamines onto their cellular targets in the brain. So, that was the catecholamine theory of reward, formulated in the early days before there were good pharmacological tools for differentiating noradrenaline effects from dopamine effects. So, as a young man, I sadly emphasized only noradrenaline and could have taken a cue from you, Arvid, and given dopamine its rightful place.

AC: Well, I must say in this context that that you were not the only one to put emphasis on norepinephrine to start with; as you remember, dopamine has been, how is it called in English?

LS: The precursor?

AC: No, no, well, it will come a little later. At any event, it took a long time for dopamine to come into glory. I mean, it was maybe ten years after the discovery of dopamine before people started to think that maybe there is something important about dopamine. So, what you had in mind was really quite in line with what people felt at that time.

LS: I had the advantage of doing an experiment in the early 1970s. I had moved from the VA to the drug industry, into a basic research job at Wyeth Laboratories. Curiously, Wyeth Laboratories did not make an explicit decision to hire a basic research psychopharmacologist to work in pure science. But this is what I wanted to do, and they were willing to support this activity, and indeed, they did so generously and I never had to worry about the funding of research for the many years I was there.

I had several collaborators at Wyeth, one of whom was Bruce Baxter, who did self-administration. In this type of experiment, the reinforcement is an injection of a drug (typically an intravenous injection) in place of the electrical brain stimulus. I realized that perhaps one way to settle the nasty little dopamine versus norepinephrine issue in the catecholamine reward theory was to offer a rat the dopamine receptor stimulant, apomorphine. You see, I knew that apomorphine treatments in dogs and in people can make them very sick and they throw up. Of course, the rats should not like apomorphine and should not self-administer this powerful dopamine receptor stimulant. So, one possible way to dispose of dopamine as a reward transmitter candidate was to test apomorphine in the self-administration experiment. I was so sure of the probable negative outcome of this experiment that, rather than troubling to set up the self-administration procedure in my own laboratory, we went downstairs into Bruce Baxter’s lab.

By God, I can still remember vividly Bruce Baxter coming up to me one day very excited with the tracings, showing me that the rats loved to self-administer apomorphine! That was a very big, early hint that dopamine should get more prominence in the reward theory. And if we have a chance to discuss my more recent cellular work, dopamine comes to full glory in these cellular reinforcement experiments.

AC: So, let’s do that for sure. Now, the name that I couldn’t remember a little while ago, of course, was “Cinderella.” Dopamine is the Cinderella of neuropharmacology.

.LS: But we know how Cinderella ended up.

AC: Well?

LS: She married the Prince.

AC: Yes. One thing that I think is kind of common in our work, yours and mine, is that we have focused on catecholamines, but then all of a sudden serotonin may show up. Tell me a little bit about how serotonin came into your work?

LS: Okay, again, I think, perhaps, we can flash back very briefly to that little diagram of Bernard Brodie and remember that the neuron that he drew (to represent the brain) had a serotonin input. I forget whether it was a plus sign or a minus sign, but I believe a minus sign, and it also had a norepinephrine input with the opposite sign. There was algebraic summation between these influences because these were antagonistic transmitters. And, the algebraic sum, or however the algebra went, determined the neuron’s behavior. So, this was the very simple theme when I started to consider my own theory of behavior. I needed to analyze the opposite paradigm to the reward paradigm, the so-called punishment paradigm, and the experimental work started with my collaborators at Wyeth Laboratories, Irving Geller and Joseph Seifter.  These investigators devised a “conflict” procedure to measure punishment effects and to explore the pharmacology of the punishment system. This research was of practical interest to Wyeth because the conflict test was an excellent psychopharmacology screening method for detecting the anti-anxiety actions of meprobamate and benzodiazepines. Indeed, it turned out to be a very powerful predictive tool. But there was not a lot of understanding yet of the underlying biochemistry of either meprobamate or benzodiazepines. Then one day a paper appeared: Irv Kopin, I believe, was the senior author. My group, and other groups in Sweden, I think, then did related studies, all showing that the turnover of serotonin was markedly diminished by benzodiazepines. “Ah hah,” I said, looking at the Kopin paper, “Isn’t that interesting? If serotonin is the opposite number of catecholamines, which facilitate behavior through reward processes, then perhaps serotonin acts as the chemical brake which inhibits behavior through punishment processes. By reducing serotonin turnover, benzodiazepines release the brake and disinhibit the conflict behavior.”

We evaluated this idea by testing a large number of different serotonergic agents in the conflict procedure. The results satisfied me that, in fact, an important component of this admittedly very complicated serotonin system is to mediate behaviorally-inhibitory effects through a punishment mechanism. But with this background, it was quite surprising to me, Arvid, to see you pioneering the development of a novel antidepressant drug that increased serotonin activity by blockade of its reuptake. My simple little theory, based on the Brodie model, would have said, “Well, this drug of yours should rather have been a nice anxiety generating compound, hardly an antidepressant!” And so, it’s a good lesson again to remember that the brain certainly possesses the necessary complexity to account for the complexity of behavior. We must, perhaps, analyze one factor at a time, and then try to study the interactions between different factors, but we should always be prepared for surprises. And so, the question of serotonin’s role in the action of antidepressants is, I think, a wonderful problem.

AC: But you were nearly right. I begin to sense that you found that serotonin and anxiety, the control of anxiety, are close to each other, somehow. Then you sort of turned it upside down, but still, you were pretty close, weren’t you?

LS: Well, I think that there is a component of the serotonin system that is involved in punishment. Punishment, however, may be distinguished from anxiety, and so I am not sure if there aren’t also some serotonin systems that might increase anxiety. [Afterthought: interestingly the chief adverse effects of Prozac and other SSRIs include anxiety and nervousness.] But I definitely think that serotonin acts generally as an inhibitor of behavior. There is serotonergic inhibition of sexual behavior and of aggression. There is serotonergic inhibition of feeding; thus, many good anorexics are serotonergic. So, there seems to be a theme that behavioral inhibition, not necessarily brain inhibition, but behavioral inhibition, may have a common serotonergic basis. And it would be a wonderful synthesis and resolution if there were some way to connect behavioral inhibition to antidepressant action.

AC: Yes. Larry, you have been in the area of mood control and you have been in the area of anxiety, so tell me a little bit about schizophrenia now.

LS: Oh yes, schizophrenia. Schizophrenia, of course, is the elephant that all the blind men put their hands on. To some, schizophrenia is like a snake when you grab the tail; to others, it’s a wall when they press against the side. Schizophrenia is a fascinating problem and interesting experiment of nature in producing a distortion of some of the most important higher functions of the brain. Unfortunately, I don’t think investigators have yet put their finger on, in a really precise way, what the fundamental deficit in schizophrenia is. I think we need a more insightful clinical and behavioral analysis of schizophrenia in order to move the pharmacological and biochemical analysis. Perhaps we should talk about some of the ideas we have already discussed in terms of potential fundamental deficits in schizophrenia.

The schizophrenic symptom that was particularly attractive to me, as one of the blind men with a career-long interest in reward, was anhedonia. This symptom, of course, is one of Bleuler’s fundamental symptoms; and to me, the anhedonia immediately says impaired reward function. And so, shortly after the powerful catecholamine toxin, 6-hydroxydopamine was discovered, I got what I thought was a wonderful idea: Schizophrenia might be a neurodegenerative disease caused by an endogenous toxin, since it’s a long-term disorder with a chronic downhill course in many cases. Again, the anhedonia was what I focused on as well as a lack of purposefulness in the behavior, in other words, I focused on that behavior and thinking as not goal-directed. All of this implied to me a degenerative disorder of the brain reinforcement system. Clinical observations of euphoria in early schizophrenia additionally suggested a paradoxical initial disease phase involving a toxic stimulation of catecholamine reward functions. Such catecholamine hyperactivity could explain the acute antipsychotic effects of phenothiazine drugs, which, of course, are dopamine blockers. Put another way, early psychosis may represent a reward system out of control. But I was mainly interested in the chronic, deteriorating, longer-term phase of schizophrenia and conceived the hypothesis that through some enzymatic error in the schizophrenic brain, certain dopamine and particularly norepinephrine neurons might secrete 6-hydroxydopamine rather than their natural transmitter.

6-hydroxydopamine is a very toxic material. Perhaps acting as a false transmitter or metabolic product, 6-hydroxydopamine would be taken back up into the catecholamine nerve ending and would destroy it. I had the audacity to write a little theoretical paper, which incidentally was considered only for two weeks in the editorial offices of Science before acceptance. The paper included some interesting experimental results: if we gave rats 6-hydroxydopamine intraventricularly, we produced a catatonia as well as big deficits in self-stimulation and other reward behaviors. And chlorpromazine, which was known to protect against the neuronal uptake of 6-hydroxydopamine, prevented these deficits. So there were several pieces of data here to propose a 6-hydroxydopamine theory of schizophrenia.

This publication gave me my fifteen minutes of fame. I was invited to speak everywhere, Arvid, but to my surprise, I quickly found out I was often invited to be criticized and to be shown wrong. I was still a relatively young man, and I believe what I didn’t quite realize was that a lot of people looked at schizophrenia as a lifetime research occupation. They apparently were not ready for a solution at that time. In the early seventies, a solution to the schizophrenia problem might perhaps put an untimely end to many grants and research careers. And so, I traveled to many places and took heavy criticism for this audacious speculation. We also did some post-mortem work and discovered – consistent with the theory – some enzyme deficits in the brains of schizophrenics. These findings were not replicated, however, and I think there may be a lesson here for some of the work that we see in the meeting today. With the new brain imaging procedures, etc., whenever one has a new machine, a new tool, or a new method, inevitably one makes some comparative measurements on schizophrenics. Of course, by chance, some differences will appear, and these will get published. Then they have to be chased down later.

AC: Is there a possibility that through oxidation there could be formed some toxic metabolites of catecholamines? This is still an area, of course, that is quite active, even though, perhaps, the 6-hydroxydopamine pathway isn’t so much looked upon now, but you have the oxidation pathway to form the very toxic quinones. And actually, we have in post-mortem brains of schizophrenics seen an elevation of these substances, so yes, you may have been right. Just like Brodie was right; although not exactly the way or not precisely in the sense that you formulate.

LS: Yes, and I think the other thing that is interesting along these lines is that the formation of neuromelanins may provide a protective pathway to dispose of these dangerous quinones. Incidentally, the names of the important catecholamine cell groups, the locus coeruleus (blue body) and the substantia nigra (black substance) are due to the neuromelanin content of these aggregates of dopamine and norepinephrine cell bodies. 

AC: So, Larry, what do you think? Should we now move into what you are working on now, this fascinating work on what single cells can be doing in terms of reward and all that?

LS: Yes, that may be worth discussing, and this will take us into my current research. I begin by recognizing an important difference between voluntary and involuntary behavior. Only voluntary behavior can be controlled by rewards. This is because involuntary or reflex behavior is under the powerful and complete control of input stimulation; therefore, reflexes cannot be affected by rewarding outcomes or consequences. Reward processes permit successful behaviors to be built up and strengthened (reinforcement) and unsuccessful behaviors to be weakened or extinguished (non-reinforcement). Thus, these processes may have been decisive in the evolution of intelligent behavior.

Next, there is the very awkward question of the substrate of voluntary behavior. Most people think that complicated circuitries underlie all voluntary behavior; they assume, when the rat presses the lever that a lever-press circuit has fired off. But no one has yet found such a circuit, and I am not sure, if I were a young PhD student, that I would want to do a thesis where I had to identify such a circuit. In my opinion, current conceptions of how reward works are most unsatisfactory. These conceptions tend to emphasize the hedonic qualities of reward, and they assume, in effect, that the “good feelings” generated by rewards can somehow reorganize and strengthen response circuitries. So what we have here is a very casual, almost lay, type of notion.

And without tangible changes in behavioral circuitry to measure, how would one begin to assess the hedonic effects of reinforcement? After thinking about this difficult question for a long time, I found it useful to consider an alternative formulation. Incidentally, behavior is only arbitrarily broken into discrete responses; rather, like our stream of consciousness, behavior seems to flow continuously in constant interaction with the environment. If so, we may need a different conception of the behavioral substrate, perhaps some brain structure or more widespread collection of neurons that is spontaneously active. Such spontaneous neuronal activity could produce a continuous stream of behavior. If this idea were correct, then rewards might really act, not to rearrange brain circuitry, but instead to change the firing patterns of individual brain cells.

There is a way of testing such an idea. One could determine whether or not the activity of an individual neuron can be affected by reinforcement. Can one reward a neuron for, perhaps, firing off in a bursting pattern? The immediate difficulty is: how would one reward a brain cell? Our solution was based on the fact that cocaine is one of the most powerful pharmacological rewards known; the behavior of all animals tested, including humans, is reinforced by injections of this drug. Our cellular reinforcement experiments were performed in hippocampal slices to isolate the test neurons from the rest of the brain. We puffed minute injections of cocaine through the recording micropipette directly to the hippocampal cell whenever it performed the “correct” response, firing off in a bursting pattern. To our surprise, rates of bursting were progressively increased, not only by cocaine, but also by our good friend, the reinforcement transmitter dopamine. Dopamine was effective in a certain part of the hippocampus (CA1), whereas opioids (such as dynorphin) seemed to be effective in a different part of the hippocampus (CA3). Also, it was very significant that, just as in the case of whole-animal behavior, the burst-increasing effects of dopamine and dynorphin were observed to be “activity-dependent”. Thus, the drugs increased rates of bursting only if given when the target cell had recently been actively bursting. If the cell had been firing in single spikes or was silent, then the microinjections were ineffective or even tended to suppress bursting rates.

AC: So, now you have some very intriguing evidence that a single cell can have a reinforcing mechanism. May I ask you a somewhat philosophical question? Do you think a single cell could have a mind? 

LS: A mind? My own personal, perhaps unsophisticated, view on the mind-body question perhaps, being alluded to here is: how can objective things like the brain and its cellular activity be translated into subjective things, such as the mind. My own treatment of the brain-mind problem is to say that it’s really a structure-function distinction. The mind should be thought of as a function of the brain, much as blood pressure is a function of the cardiovascular system. If this analogy is correct, then the fact that structure, brain, has functions, mind, is not a great puzzle and does not seem to constitute a philosophical dilemma. But I am not sure that everyone would be satisfied that subjective experience can be treated merely as a brain function, and thus solve the problem. However, if one accepts my definition, and if one also assumes that a neuron can exhibit a reinforcement function, then one might wish to assign a subjective correlate to that cellular function. If so – and I say this with some difficulty – then maybe a cell does have a mind! I see what you have tapped into here. [Afterthought: subjective or mental phenomena may not be generated at the cellular level, but may require multicellular or systemic activity to be manifested.]

But all this makes me a little bit uncomfortable because I was brought up in a very behavioristic tradition; to me mind is almost a naughty word. Perhaps we should not be so rigid in our behaviorism and it may be time to consider seriously such concepts as mind and consciousness. Perhaps someday we can do the correct brain imaging and image the mind.

AC: That brings me to my last question. The area that you have pioneered has been considerably important for drug development, so from your perspective can you tell me a little bit about what do you think is going to happen, in terms of drug development, in the next, let’s say, the next five years or so?

LS: Arvid, you do know how to ask difficult questions! I thought the question that was coming was: in this age of binding technology and molecular biology, what is the place of the older behavioral technologies which played such an important role in the development of many of our current drugs. Are we losing an important art with the somewhat diminishing interest in behavioral technologies? I do have a concern about that. Science follows fashions. Perhaps both of us can agree that the advances in molecular biology are wonderful and will help us to identify many of the receptors that we are interested in as academic pharmacologists. And in terms of practical drug development, molecular biology will produce some very interesting and wonderful natural protein hormones that might be advantageous. But molecular biology has to work with pharmacology to produce smaller molecules that might be useful as drugs which can be easily administered.

Maybe I shouldn’t back off the question of new developments, but it’s hard to confine oneself to a five-year time period because it takes so long to bring out a new drug. We still have a problem in the antidepressant field, where the drugs act too slowly, but fortunately, work such as yours with zimelidine has brought us a new class of antidepressant drugs that are largely free of many bothersome side effects. These side effects inhibited the use of antidepressants particularly in mild depressions because these patients are so fussy anyway, and if you poison them with anticholinergic and antihistamine effects and so forth, then they don’t stay on their medications. And so, the selective serotonin reuptake inhibitors, I think, are producing a revolution in the treatment of mild depression.

After many years of looking for ever more specific dopamine blocking agents, the recent recognition that a relatively nonspecific agent, clozapine, may be more effective than other anti-schizophrenic drugs is interesting. The search for new clozapine-like agents should advance the treatment of schizophrenia. Also, there is a lot of interest now in the biology of memory. An increase in the elderly population makes the treatment of Alzheimer’s disease, senility, and other important ailments of memory more pressing; indeed, in depression, memory deficits are a common and most troublesome symptom. Hopefully, we will soon see advances in memory enhancement by new drugs.

One of the most exciting new discoveries may move us a little bit out of psychopharmacology proper into a more generally metabolic area. I am very excited about the new protein, leptin, which controls feeding behavior and induces satiety. Leptin evidently is a protein signal from the fat deposits that tells you how much fat you have and how heavy you are. This signal is compared with the setting in the brain which tells you what your ideal weight is. If you have too much fat, you will release a lot of leptin; then, you will eat less. But if you are not quite fat enough and release too little leptin, then you will eat more. There also are effects of leptin on fat metabolism, temperature, blood sugar regulation, and so forth. So, in the area of feeding and weight control, a new hormone has been discovered with a target, very importantly, in the CNS. How it affects some of the other eating disorders, such as anorexia nervosa, may turn out to be very interesting.

AC: Well, thank you very much, Larry.

LS: Thank you so much, Professor Carlsson.

( Larry Stein was born in New York City, New York in 1931 and received his PhD in psychology at the University of Iowa in 1955. After a stint at Walter Reed Army Institute for Research and the VA system in the late 1950s, he joined Wyeth Laboratories in 1959 as a research scientist, staying there until 1979, when he became professor of pharmacology and head of the department at the University of California, Irvine.





